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About Macnica Americas

Macnica Americas is a franchised semiconductor distributor for multiple, high-tech suppliers within
North America. Our business model emphasizes unsurpassed technical support and knowledge versus
other distribution options at no cost premium. Macnica Americas is the North American based division
of Macnica Inc., a $2.4B global leader in semiconductor distribution. We maintain a field support staff
as well as centralized design & applications teams.
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Optional design services are headquartered in San Diego, CA., USA and offer partial or full turnkey
design of FPGAs, power distribution networks, and full PCB design. Our expertise includes all aspects of
high speed communications protocols and networking, video broadcast, signal processing, and storage
applications. Macnica’s specialty is high density, high speed complex FPGA designs utilizing multiple IP
cores with fast time to market requirements.

Macnica can help you deliver a winning project with the unique combination of technical support,
custom IP, and design services. Setup a meeting today!

http://www.macnica-na.com

License and Terms of Use

This lab with its associated source code and support files, are being provided on an "as-is" basis and as
an accommodation. Therefore all warranties, representations or guarantees of any kind (whether
express, implied or statutory) including, without limitation, warranties of merchantability, non-
infringement, or fitness for a particular purpose, are specifically disclaimed.

This source code may only be used in an Altera programmable logic device and may not be distributed
without permission from Macnica Americas, Inc. It is provided free of royalties or fees of any kind.
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1 Lab Overview

1.1 Introduction and Goals

This lab is designed as a self-paced-learning tool for understanding the fundamentals of the Yocto
project building Linux for the Altera SoC. Only relatively small subset of the Yocto project options are
explored. Itis highly recommended persons attend additional training, such as that offered by Altera
directly, for more detailed education on this rather complex flow and device family.

The lab is broken into a series of major sections or milestones representing the common phases of the
Yocto flow. Unlike other trainings you may have had, this lab does not explicitly indicate every button to
push or value to enter. Instead, your goal is described with the necessary information given. If you are
having problems, each section concludes with a series of hints related to the tasks proposed.

1.2 Hardware and Software Requirements
e Linux host OS (This lab uses CentOS 6.4)
e Quartus Il v13.1 (web or subscription edition) or stand-alone device programmer
e SoCEDSv13.1 installed on Linux
e Altera’s GSRD Yocto Source Package, downloaded but NOT installed/extracted
o http://releases.rocketboards.org/release/2013.11/gsrd/src/linux-socfpga-gsrd-13.1-src.bsx

e Macnica Helio SoC Evaluation board with 2 micro-USB cables and 1 Ethernet cable

e Win32 Disk Imager for Windows (Optional - writes Linux image/binary files to microSD using
Windows host)

e Terminal Program (for Helio board UART interface)

1.3 Assistance

A dedicated e-mail account has been setup to receive support requests for the viWorkshop series.
Please identify the course (in this case Yocto Linux) in addition to details on the question.
workshophelp@macnica.com

1.4 Lab Agenda and Milestones

Extract Yocto Source Package archive

The Yocto Source Package is an installer package provided by Altera that contains the Yocto build
system, Yocto recipes & layers and all the necessary dependencies to compile the Altera Linux
bootloader, kernel and root file system.

Install local set of Yocto recipes
Each user will use a local set of recipes to control each build.

Create local build location
This is a user’s local copy of the Linux source.
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Build Linux
Utilize the Yocto project concept of recipes and layers to build a complete Linux system, inclusive of the
kernel, root file system and bootloader.

Build Preloader and Device Tree Blob
Utilize the SoC EDS tools to generate the necessary preloader and device tree blob to complete the
generation of all required images to successfully boot Linux.

Program images to microSD flash
Once all essential Linux files are built, you will program them to the microSD card so that the Helio will
boot from power-on.

Create and debug simple Linux application

The pre-defined Linux kernel has the GNU debug system enabled. You will write a simple “Hello World”
application, use the Linaro cross-compiler to build the executable, then transfer the executable to the
target and step through the application.

Modify U-Boot
As part of the boot-up process, the bootloader, U-Boot, can be used to access the system at a low-level.
Having the ability to modify the bootloader to accommodate custom functionality can prove invaluable.
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2 Lab Instructions

2.1 Extract Yocto Source Package archive

2.1.1 Obtain latest Yocto Source Package archive

In order to match the solution project, obtain the latest archive. It can be downloaded from the
RocketBoards.org: http://releases.rocketboards.org/release/2013.11/gsrd/src/linux-socfpga-gsrd-13.1-

src.bsx
=
RocketBoards.org

€Y Releases.RocketBoards.org

Welcome to the RocketBoards.org releases server

Name Last modified Size License
4 Parent Directory
[E bootscript 20 Nov 2013 01:29. 128 bytes
[E] buptargz 26 Nov 2013 01:09. 1.31 MB
[£] linux-socfpga-gsrd-13.1-src_bsx 25 Nov 2013 06:43. 1.09 GB

2.1.2 Extract archive

[0 The Yocto Source Package may be installed in a publicly accessible location, as this step can be
shared by all the users on the system. The default location is /opt/altera-linux.

Hints:
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|'— student@macnica-soc-vim

File Edit View Search Terminal Help
[student@macnica-soc-vm Downloads]$sudo ./linux-socfpga-gsrd-13.1-src.bsx A
SoC-FPGA Source Code Release gsrd-13.1

Self-Extracting Installer
Please enter directory for source installation [hit enter to default to /opt/altera-linux]

This release provides the open source software packages as listed in the file manifest.txt. The license
s for each of the packages are provided within the respective package.
Press Enter to continue

Installing to /fopt/altera-linux

./sources/acl-2.2.51.src.tar.gz

./sources/apr-1.4.6.tar.bz2

./sources/apr-util-1.4.1.tar.gz

.fsources/argparse-1.2.1.tar.gz [
.fsources/attr-2.4.46.src.tar.gz

./sources/autoconf-2.69.tar.gz

./sources/automake-1.12.3.tar.gz

./sources/base-passwd 3.5.26.tar.gz

./sources/bash42-601

./sources/bash42-002

./sources/bash42-003

./sources/bash42-004 -

Additional installed files question

[0 What additional critical files were installed with the Yocto Source Package archive extraction?

Answer:
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2.2 Install local set of Yocto recipes

The next step is to install a local set of Yocto recipes. This could be done in a shared location, but if
someone wants or needs to modify them they should have their own version. The default install
location for this is within your home directory:

2.2.1 Local recipes

[ Follow the prompts from the archive extraction in the previous step to create the local set of
recipes in your home folder ~/yocto.

student@macnica-soc-vm

earch Terminal Help

Now rum this command (NOT as root) to install Yocto:
Jopt/altera-linux/bin/install altera socfpga src.sh ~/yocto

[student@macnica-soc-vm Downloads]$/opt/altera-linux/bin/install altera socfpga src.sh ~/yocto
Installing Yocto to /home/student/yocto
Complete

To build Linux using Yocto, type the following (assuming you want to build in /home/student/yocto/build
):
source /home/student/yocto/altera-init /home/student/yocto/build

bitbake virtual/kernel virtual/bootloader altera-gsrd-image [

[student@macnica-soc-vm Downloads] S]]

Meta layers questions

O 1. What did the ‘install_altera_socfpga_src.sh’ script do?

O 2. What s in the ~/yocto/meta* folders?

O 3. What is POKY?

Meta layer answers:

1. The script makes a local copy of the Poky build layers and recipes from the Yocto
Source Package /opt/altera-linux/sources/poky-danny-8.0tar.gz

2. The meta layer folders are the collection of recipes that configure the Poky kernel
build.

3. PoKy is an integration of various components to form a complete prepackaged build
system and development environment. It features support for building customised
embedded device style images. There are reference demo images featuring an
X11/Matchbox/GTK themed UI called Sato. The system supports cross-architecture
application development using QEMU emulation and a standalone tool chain and SDK
with IDE integration.
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2.3 Create local build location

The last step in setting up the build environment is to create a build directory. By keeping this
separate from your Yocto source you can erase an entire build without fear of deleting your Yocto
sources. Also, you can have several build directories, each with its own configuration, all based on

the same Yocto source.
2.3.1 Local build directory

[0 Follow the prompts from the recipe installation in the previous step.

student@macnica-soc-vm

earch Terminal Help

To build Linux using Yocto, type the following (assuming you want to build in /home/student/yocto/build
):
source /home/student/yocto/altera-init /home/student/yocto/build
bitbake virtual/kernel virtual/bootloader altera-gsrd-image

[student@macnica-soc-vm Downloads]$source /home/student/yocto/altera-init /home/student/yocto/build
OEROOT=/home/student/yocto

A new build directory has been created with a conf subdirectory. This

contains the default configuration for building for altera hardware.

You can modify the conf/local.conf file to adjust various settings, such

as building with an initramfs.

### Shell environment set up for builds. ###
You cam now run 'bitbake <targets'

Common targets are:

bitbake virtual/kernel

bitbake virtual/bootloader

bitbake altera-gsrd-image

bitbake altera-image [
[student@macnica-soc-vm build]{[]

Local build script question

O What did the ‘altera-init’ script do?

Local build script answer:
e The script serves 2 purposes:

o First, it creates the new build directory using Altera’s default configuration.
This is the specific configuration that dictates the target hardware,
“MACHINE = socfpga_cyclone5” as well as the tool chain to be used, Linaro,
and the location of the local source archives, /opt/altera-linux/source.

o Secondly, it sets shell variables that are required for building. Note: If you
start a new shell you will need to run script again to set the shell variables
again. It will not create another build directory if one exists.
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2.4 Build Linux

In order to boot a functional Linux kernel on the Altera SoC devices, there are five essential items that
need to be generated. The first time you build the Yocto Source Package it may take up to several
hours depending on your host machine.

File Name Description

socfpga.dtb Device Tree Blob file

zImage Compressed Linux kernel image file
various Linux root filesystem
preloader-mkpimage.bin Preloader image
u-boot-socfpga_cyclone5.img U-boot image

2.4.1 Build bootloader, kernel and root file system

The Linux source package provided by Altera targets the Altera SoC development board which has the
capability to program the FPGA from the HPS. However, on the mPression Helio board, the HPS boot-
mode pins are hard-wired to boot from the MMC not allowing the HPS to program the FPGA. This is
important to realize since the default bootloader source code does not enable the bridges between the
HPS and FPGA fabric. We will need to add a simple bootloader command to do this.

Use the Yocto build system ‘bitbake’ command to:
O Modify the default U-Boot “bootcmd” to include the “bridge_enable_handoff” command.
O Build the U-Boot bootloader
O Build the kernel.
[ Build the root filesystem.
Once finished, all images generated will be placed in ~/yocto/build/tmp/deploy/images

Hints:
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| =] student@macnica-soc-vm

File Edit Wiew Search Terminal Help
[student@macnica-soc-vm images]$ls
altera-gsrd-image-socfpga cyclone5-20148312173748. rootfs.cplo
altera-gsrd-image-socfpga cyclone5-20148312173748. rootfs.ext3
altera-gsrd-image-socfpga cyclone5-20148312173748.rootfs.jffs2
altera-gsrd-image-socfpga cyclone5-20148312173748. rootfs.tar.gz
altera-gsrd-image-socfpga cyclone5.cpio
altera-gsrd-image-socfpga cyclone5.ext3
altera-gsrd-image-socfpga cyclone5.jffs2
altera-gsrd-image-socfpga cyclone5.tar.gz

blob-1394655822

modules-3.9.8-rl-socfpga cyclone5.tgz

README - DO NOT DELETE FILES IN THIS DIRECTORY.txt
u-boot-socfpga cyclone5

u-boot-socfpga cyclone5-1.0-r@

u-boot-socfpga cyclone5-1.0-r8.bin

u-boot-socfpga cyclone5-1.0-r8.img

u-boot-socfpga cyclone5.bin

u-boot-socfpga cyclone5.1img

vmlinux

vmlinux-1.8-rl-socfpga_cyclone5-20140312164732
vmlinux-1.8-rl-socfpga_cyclone5-20140312173748

zImage

zImage-1.0-rl-socfpga_cyclone5-20140312164732.bin
zImage-1.0-rl-socfpga_cyclone5-20140312173748.bin
zImage-socfpga cyclone5.bin

[student@macnica-soc-vm images]$]]

2.4.2 Build preloader and device tree blob
Recall that included in the SoC EDS install are the tools to generate the preloader and device tree blob
that are associated with a specific hardware implantation of the SoC device.

O Extract the SoC_7_lab.zip files to a unique location on your host machine.

[0 Build the preloader buy using the “bsp-editor” GUI to generate the required source tree and
Makefile

[0 Build the device tree blob by using the device tree generator tools made up of “sopc2dts” and
“dtc.”
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Hints:

e Use a decompression tool of your choice to extract the hand-off files in the SoC 7 _lab.zip file
associated with this lab. In the sample screen shots, the files were extracted to
/home/student/Linux_lab.

o Note: These files are generated as part of the Quartus hardware build process.

e Start the SoC EDS embedded command shell to set-up appropriate environment

o /Jopt/altera-tools/13.1/embedded/embedded command_shell.sh
e Launch the bsp-editor GUI
o bsp-editor &

BSP Editor

File Help

Main |

SOPC Information file:
CPU name:

Operating system: Version: I:I:‘

ESPtarget directory:

Infarmation rProbIems rProcessing

Cenerate || Exit

e Point to the directory where you copied the hand-off files provided.
e Change the BSP target directory to point to the lab folder as well.
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s New BSP
Hardware

x|

Preloader settings directory: |,."hum e/student/Linux_lab |

Software

Cperating system: |Pre|uader |v| Version: |default |v|

[ ] Use default locations

BESP target directory: |,.fhnm e/student/Linux_lab |

BESF Settings File name: |,."hnmE,."student,."Linux_lab,.’settings.bsp |

Enable Settings File relative paths

[ ] Enable Additional Tel script

Additional Tcl script: I:l

(0] 4 I | Cancel |

BSP Editor - /home/student/Linux lab/settings.bsp

File Help

Main

SOPC Information file:
CPU name:

Operating system: Preloader Version: |default :

ESPtarget directory: ./

¢ Settings |~ |
¢ Common E
-spl CROS5_COMPILE:
FRELOADER_TGZ -
CROSS_COMPILE larm-nons-eabi-
4] Il [ 1] DDCI AANEDR Tr7- il
=

Infarmation rProbIems rProcessing |

Tclmessage: "Generating file: fhome/student/Linux_lab/generated/pll_config h.template.."
0 Tcl message: "Generating file: fhome/student/Linux_lab/generated/pinmux_config.h.."
0 Tcl message: "Cenerating file: fhome/student/Linux_lab/generated/pinmux_config_cycloneS.c.."
0 Tcl message: "Cenerating file: fhome/student/Linux_lab/generated/reset_config.htemplate. "
@ Tclmessage: "Generating file: fhome/student/Linux_lab/generated /Makefile.template. ."
0 Tcl message: "Reading file: fhome/student/Linux_lab/soc_system_hps_0.hiof.."
0 Tclmessage: "Generating file: fhome/student/Linux_lab/generated/iocsr_config_cyclone5.h.."
@ Tclmessage: "Cenerating file: fhome/student/Linux_lab/generated/iocsr_config_cycloneS.c.."
0 Finished generating BSP files. Total time taken = 2 seconds

| »

| Cenerate || Exit
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student@localhost:~/Linux lab

Edit Wiew Search Terminal Help
INFO: Tcl message: "Generating file: /home/student/Linux lab/generated/reset config.h.template..." [&
INFO: Tcl message: "Generating file: /home/student/Linux_lab/generated/Makefile.template...”
INFO: Tcl message: "Reading file: shome/student/Linux_lab/soc_system hps @.hiof..."
INFO: Tcl message: "Generating file: /home/student/Linux lab/generated/iocsr config cyclone5.h..."
INFO: Tcl message: "Generating file: /home/student/Linux lab/generated/iocsr config cyclone5.c..."
INFO: Finished generating BSP files. Total time taken = 2 seconds

[1]+ Done bsp-editor
[student@localhost ~]% 1s

Linux lab yocto

[student@localhost ~]$ cd Linux lab/
[student@localhost Linux labl$ 1s

emif.xml hps.xml settings.bsp s0c_system.sopcinfo
generated Makefile soc_system board_info.xml uboot.ds
hps clock info.xml preloader.ds soc system hps 0.hiof [

[student@localhost Linux lab]s make]]

|'T student@localhost:~/Linux lab

File Edit Wiew Search Terminal Help

alt_types.h preloader.ds sequencer_defines.h tclrpt.c ~
emif.xml preloader-mkpimage.bin sequencer.h tclrpt.h

generated sdram io.h settings.bsp uboot.ds

hps clock info.xml sequencer auto ac init.c soc_system board info.xml uboot-socfpga

hps.xmL sequencer_auto.h soc_system hps ©.hiof

id sequencer auto inst init.c soc system.sopcinfo

IMakefile sequencer.c system.h

[student@localhost Linux_labl$ sopc2dts --input soc_system.sopcinfo --output socfpga.dts --board soc
system board info.xml --board hps clock info.xml

DTAppend: Unable to find parent for height. Adding to root

DTAppend: Unable to find parent for width. Adding to root

DTAppend: Unable to find parent for brightness. Adding to root

DTAppend: Unable to find parent for label. Adding to root

DTAppend: Unable to find parent for gpios. Adding to root

[student@localhost Linux lab]$ dtc -I dts -0 dtb -o socfpga.dtb socfpga.dts [
[student@localhost Linux lab]s J]
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Linux build questions

[0 1. Recall, the preloader is hardware dependant. Where did the source come from?

O 2. How would you modify the kernel? What if you want to add/remove features of the kernel?

[ 3. Isthere an easier way to copy all five essential files to the microSD flash card without copying
each file independently?

Linux build answers:

1. As part of the SoC EDS installation process, a snapshot of the U-Boot source that
creates the preloader is installed. The Makefile creates a local copy and builds the
preloader from there.

2. The widely used ‘menuconfig’ kernel configuration menu system is available from
within the Yocto environment. The command to run is ‘bitbake -c menuconfig
virtual/kernel’

3. Yes. The scriptincluded in the Yocto source package ‘make_sdimage.sh’ will create a
single binary image. See next section for details.
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2.5 Program images to microSD flash

To boot Linux on the Helio SoC FPGA development kit, you need to write the images you just built into
one of the two Flash devices: SDMMC or QSPI. For this lab, we will use SDMMC due to its easy
detachability. For SDOMMC boot, all boot images will be located inside microSD/MMC card. A script,
make_sdimage.sh is provided that will create a microSD card image, ready to be deployed. You can run

the script without parameters to obtain information about the tool:
/opt/altera-linux/bin/make sdimage.sh

O Uncompress the root file system, altera-gsrd-image-socfpga cyclone5.tar.gz,
into a local directory

O Invoke themake sdimage. sh script to create the microSD card image.

O

Program the complete image, sd_image yocto.bin, intothe microSD card.

O Boot Linux

Hints:

vWorkshops Getting Started.pdf)

. Linux4 [Running] - Oradle VW iriaieo
Machine View Help

CD/DVD Devices L4

USE Devices L4 Microsft Microsoft Wireless Desktop Receiver 3.1 [0002]
Shared Clipboard L4 i - - -

Drag'n'Drop L Generic USB Storage [0220]

MNetwork L4 Eroaues g sy s

- Vendor ID: 05E3
Silicon Labs CP2103 USE to UART Bridge Cq p oy ct I0: 0741

i . Revision: 0220
Remote Display Unknown device 1BCF:2802 [1C09] StEatle-cher-'
Dell Computer Corp DW375 Bluetooth Mo -

Shared Folders Settings...

Video Capture

Insert Guest Additions CD image... Host+D
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|' =] student@macnica-soc-vm

File Edit View Search Terminal Help

[student@macnica-soc-vm images]$sudo /Jopt/altera-linux/bin/make sdimage.sh -k /home/student/Linux_lab/s[s
ocfpga.dth, /home/student/yocto/build/tmp/deploy/images/zImage -p /home/student/Linux_lab/preloader-mkpi
mage.bin -b /home/student/yocto/build/tmp/deploy/images/u-boot-socfpga_cyclone5.img -r fhome/student/yo
cto/build/tmp/deploy/images/rootfs -o sd_image yocto.bin

make sdimage.sh: info: creating image file...

make sdimage.sh: info: creating partition table...

make sdimage.sh: info: clean up...

make sdimage.sh: info: creating preloader/bootloader image...

make sdimage.sh: info: copying preloader image and bootloader to partition...

losetup: sd image yocto.bin: warning: file does not fit into a 512-byte sector the end of the file will
be ignored.

make sdimage.sh: info: copying 05 files, etc...

losetup: sd image yocto.bin: warning: file does not fit into a 512-byte sector the end of the file will
be ignored.

losetup: sd image yocto.bin: warning: file does not fit into a 512-byte sector the end of the file will
be ignored.

make sdimage.sh: info: creating root file system...

make sdimage.sh: info: cleaning up (rfs)...

[student@macnica-soc-vm images]$sudo dd if=sd image yocto.bin of=/dev/sdb bs=1M seek=0

[sudo] password for student:

2048+0 records in

2048+0 records out

2147483648 bytes (2.1 GB) copied, 436.627 s, 4.9 MB/s

[student@macnica-soc-vm images]$sudo sync

[sudo] password for student:

[student@macnica-soc-vm images]$]]
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2.6 Create and debug simple Linux application
As part of the Yocto install, the Linaro tool chain was installed. This was the tool chain that was used to
compile the Linux kernel in the previous steps. Now that a complete kernel has been built,

programmed to the microSD flash and booted on the target, we can leverage the same tool chain to

write and debug user applications that run on the Linux OS running on the target.

2.6.1
(|

(|
(]
(|
(|

o 0O

Hints:

Build “Hello World” Linux application

In your host Linux machine, write a simple “Hello World” application.
Set up Linux host environment for Linaro cross-compiler.

Build the application with the Linaro cross-compiler.

Connect the target board to the same network as your host machine.

Set up Ethernet interface on the target (if the DHCP server in your network did not automatically
configured an IP address.)

Transfer the application executable ELF to the running Linux OS on the target.

Run application on the target.
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2.6.2 Debug “Hello World” Linux application

Part of the default kernel build includes the GNU gdb debug server. You can now launch the
application just built using the debug server and connect to the debugger from the host.

[0 Start the GDB debug server on the target using the above compiled application.

Connect to target from host to debug the application.

O
[ Set a breakpoint at main().
[0 Examine registers, step application from host, etc.

Hints:
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2.7 Modify U-Boot (Requires Quartus II Programmer)

A fundamental piece to booting Linux is the bootloader, typically U-Boot. Sometimes it is necessary to
access the embedded system BEFORE the kernel has been loaded for verification of settings, IP control,
or any number of low-level reasons. In the following example, you will be modifying the default U-Boot
menu system to add in the capability to directly access control registers in the FPGA based LED driver IP.

It is necessary to have the FPGA programmed with the example design for the Helio board which
includes the FPGA LED IP.

2.7.1 Program the FPGA
The helio_ghrd.sof file used to program the SoC FPGA can be found in the resources folder included with

this lab manual.
O Connect a USB cable to the BLASTER USB port on the Helio board.
O Launch the Quartus Il Programmer: ~\quartus\bin\quartus_pgmw (or equivalent on Windows)

O Auto Detect the chain and select the 5CSXFC6C6ES device.

\% Select Device @
Encounter devices with shared JTAG ID for device 2. Please select your device.

() SCSEBAG
(") SCSEBASES

BCSyFCa
< @ SCSXFCHCEES

() SCSXFCBDEES

O Right click on the FPGA device and chose Change File and select the helio_ghrd.sof file.

O

Check the box to Program/Configure the FPGA device.

[0 Ensure the Cyclone V SoC Base Board [USB-x] connection is visible in the Hardware Setup dialog
box. If not, click the button and select the cable. (Drivers must be previously installed. See the
Altera web site for instructions.)
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‘ Fie Edit View Processing Tools Window Hep 5 Search altera.com @
d - — )
|| Enaiie T o WEmoW Dackground programming (for MAX II and MAX V devices)
o File Device Checksum Usercode Program Verify Blank- Examing Security Erase ISP
T <none SOCYHPS 00000000 <none >
E:/Linux_lab/helio_ghrd.sof SCSXFCBCAU23CEES 0262C341 0262C341
(| 3k Auto Detect ’
[ Add File...
E Change File...
b save File

IAITERA AIIERAYH

oI V ._ :

i pown — i
i
SOCVHPS SCSXFCBCEU23ES
TDO
4
x Y @ <<Search=> v
Fa® b <«Search>

X @ &) @)
il

Type ID Message

Messages

4 »
System '\ Processing J

[0 Click Start to initiate the programming of the FPGA.

O Upon successful programming, observe the 4 LEDs illuminated near the power input jack.

o Note: If you power cycle the board, you will need to configure the FPGA again.

2.7.2 Modify U-Boot Source

The details of the code modifications that are going to be made are beyond the scope of this lab,
however, for the purpose of understanding the functionality of the code below, the following details are
presented:

The control register to turn the LEDs on/off is located at OxFF21_0040. Writing Ox0 illuminates the LEDs
and writing OXFFFF turns the LEDs off.

Recall that running the ‘install_altera_socfpga_src.sh’ script created a local set of layers and recipes
then running the ‘bitbake virtual/bootloader’ command used those recipes and created a local copy of
the source code for the bootloader build. The C source file that contains the U-Boot menu, cmd_mem.c,
is located here:
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~yocto/build/tmp/work/armv7ahf-vfp-neon-poky-linux-gnueabi/u-boot-altera-dist-1.0-r0/uboot-
socfpga/common/cmd_mem.c

Modify the cmd_mem.c file as follows:

O

Hints:

At line 200, after the “do_mem_mw” function add:
int do_led_on (cmd_tbl_t * cmdtp, int flag, int argc, char * const argv[])

*((ulong *)OxFF210040) = 0x0;

int do_led_off (cmd_tbl_t * cmdtp, int flag, int argc, char * const argv[])

*((ulong *)0xFF210040) = OXFFFF;

At the very end of the file add:

U_BOOT_CMD(
ledon, 1, 1, do_led_on,
"turn fpga leds on",

)

U_BOOT_CMD(
ledoff, 1, 1, do_led_off,
"turn fpga leds off",

)

Return to the root of the current build and “force” bitbake to recompile the U-Boot target and
redeploy the output. The resulting updated U-Boot image will be
u-boot-socfpga_cyclone5-1.0-r0.img

Copy the updated bootloader image to the microSD card above the four preloader images in the
OxA2 partition.

Observe the updated U-Boot bootloader command options that were just added. Toggle the
LEDs.
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| E] student@macnica-soc-vim

File Edit View Search Terminal Help
[student@macnica-soc-vm build]$pwd A
/home/student/yocto/build
[student@macnica-soc-vm build]$bitbake -f -c compile virtwal/bootloader
WARNING: Host distribution "Cent0S release 6.5 (Final)" has not been validated with this version of the
build system; you may possibly experience unexpected failures. It is recommended that you use a tested
distribution.
Loading cache: 100% |##adsaadaaiiiii R | ETA:  00:00:00
Loaded 1174 entries from dependency cache.
Parsing recipes: 100% |###i RS | Tine: 00:00:01
Parsing of 882 .bb files complete (857 cached, 25 parsed). 1208 targets, 111 skipped, @ masked, @ error
5.

Build Configuration:

BB VERSION = "1.16.0"

TARGET ARCH = "arm"

TARGET 0S = "linux-gnueabi"
||[MACHINE = "socfpga cyclone5"
DISTRO = "poky™

DISTRO VERSION = "1.3"

TUNE FEATURES "armv7a vfp neon callconvention-hard cortexad"
TARGET FPU = "vyfp-neon"

meta

meta-yocto

meta-yocto-bsp

meta-yocto-bsp

meta-altera

meta-linaro = "<unknown=:<unknown>"

NOTE: Resolving any missing task queue dependencies

NOTE: Preparing rungueue

NOTE: Tainting hash to force rebuild of task /home/student/yocto/meta-altera/recipes-bsp/uboot/u-boot-a
ltera-dist.bb, do compile

MOTE: Executing SetScene Tasks

MOTE: Executing RunQueue Tasks

MOTE: Tasks Summary: Attempted 76 tasks of which 75 didn't need to be rerun and all succeeded. [

Summary: There was 1 WARNING message shown.
[student@macnica-soc-vm build]$l
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|'— student@macnica-soc-vim

File Edit View Search Terminal Help
[student@macnica-soc-vm build]$bitbake -f -c deploy virtual/bootloader A
WARNING: Host distributiom "Cent0S release 6.5 (Final)" has not been validated with this version of the
build system; you may possibly experience unexpected failures. It is recommended that you use a tested
distribution.
Loading cache: 100% |###ddadudiaiaiiiiiaia iR AR R R R | ETA:  00:00:00
Loaded 1174 entries from dependency cache.
Parsing recipes: 100% |###dadaiiiiiii iR | Time: 00:00:01
Parsing of 882 .bb files complete (857 cached, 25 parsed). 1288 targets, 111 skipped, © masked, © error
5.

Build Configuration:

BB VERSION = "1.16.0"

TARGET ARCH = "arm"

TARGET 05 = "linux-gnueabi"”
|[MACHINE = "socfpga cyclone5"
DISTRO = "poky™

DISTRO VERSION = "1.3"

TUNE FEATURES "armv7a vfp neon callconvention-hard cortexad"
TARGET FPU = "vyfp-neon"

meta

meta-yocto

meta-yocto-bsp

meta-yocto-bsp

meta-altera

meta-linaro = "<unknown>:<unknown="

MOTE: Resolving any missing task gueue dependencies

NOTE: Preparing rungqueue

MOTE: Tainting hash to force rebuild of task /home/student/yocto/meta-altera/recipes-bsp/uboot/u-boot-a
ltera-dist.bb, do deploy

NOTE: Executing SetScene Tasks

NOTE: Executing RunQueue Tasks

MOTE: Tasks Summary: Attempted 77 tasks of which 75 didn't need to be rerun and all succeeded.

Summary: There was 1 WARNING message shown. [
[student@macnica-soc-vm build]$l

|' =] student@macnica-soc-vim

File Edit WView Search Terminal Help

[student@macnica-soc-vm build]$sudo dd if=tmp/deploy/images/u-boot-socfpga cyclone5.img of=/dev/sdb3 bs|s
=64k seek=4

[sudo] password for student:

3+1 records in

3+1 records out

258560 bytes (259 kB) copied, ©.133582 s, 1.9 MB/s

[student@macnica-soc-vm build]$sudo sync [
[student@macnica-soc-vm build]s]]
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In: serial

Out: serial

Err: serial

Het: mii@

Warning: failed to set HMAC address

Hit any key to stop autoboot: 8@
SOCFPGA_CYCLOMES # h
? - alias for ‘help’
base - print or set address offset
bdinfo - print Board Info structure
boot - boot default, i.e., run 'bootcmd’
bootd - boot default, i.e., run ‘bootcmd’
bootm - boot application image from memory
bootp - boot image via network using BOOTP/TFTP protocol
bootz boot Linux zImage image from memory
chpart change active partition
cmp memory compare
coninfo - print console devices and information
cp memory copy
crc32 checksum calculation
dhcp boot image via network using DHCP/TFTP protocol
echo echo args to console
editenv - edit environment variable
env environment handling commands
exit exit script
ext2load- load binary file from a Ext2 filesystem
ext2ls - list files in a directory (default /)
false - do nothing, unsuccessfully
fatinfo - print information about filesystem
fatload - load binary file from a dos filesystem
fatls - list files in a directory {(default /)
fatwrite- write file into a dos filesystem
fdt flattened device tree utility commands
loadable FPGA image support
start application at address 'addr’
print command description/fusage
print header information for application image
extract a part of a multi-image
return true/false on integer compare
ledoff turn fpga leds off
ledon turn fpga leds on
loadh - load binary file over serial line (kermit mode)
Lodus load S-Record file over serial line
loady load binary file over serial line (ymodem mode)
loop infinite loop on address range
md memory display
ndio MDID utility commands
mii HMII utility commands
mm memory modify {auto-incrementing address)

Bootloader questions

0 1. If your CPU reset, why? Why did your first attempt to turn the LEDs off cause a “data abort”
and reset the CPU?

[0 2. How can you keep this from happening?

Linux build answers:
1. When the SoC powers-up, the bridges between the HPS and the FPGA fabric are
disabled. The attempt to communicate over the bridge causes the data failure.
2. After interrupting the bootloader, you can use the built-in environment command
“run bridge_enable_handoff” to turn the bridges on.
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3 Notes
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